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INTRODUCTION

In long-range shooting sports, athletes compete by hitting targets at 
distances of up to a thousand yards. To achieve competitive levels of 
precision and accuracy, athletes require frequent training.

Dry-firing is an alternative method for practicing off-range [1]. 
Identifying areas for improving an athlete’s form can be supported 
by systems equipped with sensors such as the MantisX shooting 
performance system [2]. Reliable shot detection is essential for 
capturing the time window relevant for analysis. Motion sensors can 
detect live-fire events, if the recoil is powerful enough. During dry-
fire training, releasing the firing pin results in a comparatively low-
amplitude signal. Therefore, higher sensitivity is needed for 
detection, making such systems prone to register false positives. 

This work aims to determine if a machine learning model deployed 
on a microcontroller as a part of a TinyML application [3] can 
differentiate between live-fire-, dry-fire, and non-shot events such as 
reloading or unintended collisions.

METHODS

Data was collected using a 6-axis motion sensor connected to a 
microcontroller. Firmware for the controller and a mobile application 
were developed to enable the wireless transfer of recorded motion 
data to a smartphone.

RESULTS

Tab. 1 shows the classification results of the model on the validation 
dataset after the model was converted to the TFLite format and  
quantized to the INT8 format. The confusion matrix in Fig. 3 shows  
the number of correct and incorrect predictions for each class.

CONCLUSION

Compared to existing systems, the ML-based method for shot-event 
detection enhances functionality and reliability. The application 
accurately registers shot events  and introduces dry-fire detection 
for bolt action rifles which provides the foundation for further 
development of ML applications for shooting sports athletes. 
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Tab. 2: Comparing ML-based shot detection against MantisX [2] system

Fig. 3: Confusion Matrix of shot detection model

Each recorded sample contains the 
values for acceleration and angular 
velocity in a time window of 500 ms 
before and after a motion event 
occurred. 857 Samples consisting of 
"live-fire", "dry-fire" and "non-shot" 
events, were acquired using five 
different rifle setups with the help of 
five participants. To increase the size of 
the dataset, Data-augmenntation was 
used  to generate new samples based 
on the recordings resulting in a 
dataset size of 18247  samples.

The dataset was balanced using 
downsampling, shuffeled with a 
stratified shuffle and partitioned into 
training and validation sets using a 80 
to 20 split. Using TensorFlow [4], a 1D 
Convolutional Neural Network (CNN) 
based on the architecture shown in 
Fig. 2 was then trained for 10 epochs. 
The resulting model was quantized  
and deployed to the microcontroller.

Fig. 1: Motion sensor system mounted on rifle scope

Fig. 2: CNN Model Architecture

Tab. 1: Model training performance metrics

The model was deployed to the microcontroller and compared 
against the MantisX [2] shooting performance system. Both shot 
detection systems were mounted on one of two rifle systems. A 
series of 20 live shots and 20 dry shots was performed with each 
setup. Tab. 2 lists the results of the comparison.
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